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Abstract
High-performance systems are undergoing a major

shift as commodity multi-core systems become increas-
ingly prevalent. As the number of processes per com-
pute node increase, the other parts of the system must
also scale appropriately to maintain a balanced sys-
tem. In the area of high-performance computing, one
very important element of the overall system is the net-
work interconnect that connects compute nodes in the
system. InfiniBand is a popular interconnect for high-
performance clusters. Unfortunately, due to limited
bandwidth of the PCI-Express fabric, InfiniBand perfor-
mance has remained limited.

PCI-Express (PCIe) 2.0 has recently become available
and has doubled the transfer rates available. This ad-
ditional I/O bandwidth balances the system and makes
higher data rates for external interconnects such as In-
finiBand feasible. As a result, InfiniBand Quad-Data
Rate (QDR) mode has become available on the newest
Mellanox InfiniBand Host Channel Adapter (HCA) with
a 40 Gb/sec signaling rate. In this paper we perform an
in-depth performance analysis of PCIe 2.0 and the effect
of increased InfiniBand signaling rates. We show that
even using the Double Data Rate (DDR) interface, PCIe
2.0 enables a 25% improvement in NAS Parallel Bench-
mark IS performance. Furthermore, we show that when
using QDR on PCIe 2.0, network loopback can outper-
form a shared memory message passing implementation.
We show that increased interconnection bandwidth sig-
nificantly improves the overall system balance by lower-
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ing latency and increasing bandwidth.

1 Introduction

Recently higher-core counts have begun to replace the
traditional increase in clock frequency as the use for the
additional transistors that continue to be made available
per Moore’s Law [7]. Many high-performance clusters
are made up of many high-volume “off-the-shelf” com-
ponents to provide a good cost-performance ratio. As
commodity processors have moved towards multicore,
high-performance commodity clusters have also seen a
significant increase in core counts per node.

One of the most important components of a high-
performance cluster is the compute node interconnect.
The performance of the interconnect can make a signif-
icant difference in overall application performance. The
InfiniBand Architecture [8], a popular high-performance
interconnect, is an industry standard technology which
aims to provide low-latency and high-bandwidth com-
munication.

As nodes have increased in processing power and core
counts, the other system components must also scale to
provide a balanced system architecture. Increased mem-
ory speeds and processor speeds are two components
and the I/O subsystem is another. To maintain a proper
balance the I/O must also be scalable.

As these I/O requirements have increased, PCI-
Express [17] (PCIe) was introduced as a new switched
serial point-to-point network. It replaced the traditional
PCI shared bus architecture that was unable to scale to
the number of devices and bandwidth required. How-
ever, in the years since the first version of the PCIe stan-
dard, I/O requirements have continued to increase. As
a result, PCIe 2.0 [18] was released in late 2007, which
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doubled the maximum transfer rate per lane to 5 Giga-
Transfers/sec (GT/s).

InfiniBand has benefited significantly from this in-
crease in the I/O performance. As pressure has increased
on the interconnect due to increased node computing
power, InfiniBand Host Channel Adapters (HCAs) have
increased performance as well. Current adapters gener-
ally run at 4X Single Data Rate (SDR) (10Gb/sec signal-
ing rate) or Double Data Rate (DDR) (20Gb/sec). Using
PCIe 1.1, InfiniBand DDR has been limited in perfor-
mance by the PCI interconnect. As a result, increased
signaling rates for InfiniBand have not been able to be
introduced until now. To maintain system balance Infini-
Band Quad Data Rate (QDR) has been introduced at a
40Gb/sec signaling rate, taking advantage of the newly-
introduced PCIe 2.0.

In this paper we evaluate InfiniBand on a PCIe 2.0 sys-
tem. We evaluate the benefits of PCIe 2.0 on both DDR
and QDR data rates on the Mellanox ConnectX [11]
HCA. We also investigate the general trend of additional
interconnect bandwidth on application performance on
multi-core machines. On QDR systems up to 2.5 GB/sec
unidirectional and 5.09 GB/sec bidirectional bandwidth
is observed. We show that even using the DDR In-
finiBand PCIe 2.0 enables a 25% improvement in NAS
Parallel Benchmark (NPB) IS performance. Further-
more, we show that when using QDR on PCIe 2.0, net-
work loopback can outperform a shared memory mes-
sage passing implementation in some cases. On the NAS
kernel IS we show a 6% improvement using QDR loop-
back as compared to the shared memory implementa-
tion.

The remaining part of the paper is organized as fol-
lows: PCI Express is detailed in Section 2. In Section 3
we provide an overview of the InfiniBand Architecture.
Section 4 gives an overview of our methodology and
platform for evaluation. We present a performance eval-
uation of SDR, DDR and QDR rates with and without
PCIe 2.0 in Section 5. In Section 6 we discuss related
work in this area. Finally, we conclude the paper in Sec-
tion 7.

2 Overview of PCI Express

PCI was the standard local I/O bus technology for
many years. It was implemented as a parallel shared
bus at the physical layer. Over time the bus frequency
and bus width were increased. However, as demands
increased the parallel bus implementation of PCI was
found to be limiting [16].

In parallel bus architectures timing skew limits scala-
bility. When board traces are of different lengths the
signaling times to the various components on the bus

differ. This skew prevents significantly increasing the
bandwidth of the bus. Also, parallel buses can end up
requiring a significant number of traces on the board.
These issues are also much of the rationale for serial
signaling in FB-DIMM memory technology, SATA, and
other standards.

InfiniBand Other device Other device

Switch

Chipset

CPUCPU

PCI Express

Memory

Figure 1. PCI Express Architecture

As a result of these limitations, PCI Express (PCIe)
was introduced by Intel and others as the successor to
PCI. Instead of the shared parallel bus of PCI, PCIe in-
troduced a high-performance point-to-point serial inter-
face [17]. Figure 1 shows the PCI Express architecture.
These point-to-point links avoid the shared bus architec-
ture of PCI. Additionally, PCIe allows a varied number
of “lanes” to be be configured per device. Each lane in
PCIe 1.1 supports 2.5 GigaTransfers/sec (GT/sec), 250
MB/sec, in each direction. As a result, an 8x PCIe 1.1
channel can achieve 2 GB/sec in each direction. It is im-
portant to note, however, that these are theoretical rates
and other system components and implementation slow
these rates.

PCIe 2.0 [18] doubles the transmission speed to 5.0
GT/sec, as many I/O devices were beginning to need
additional bandwidth. While the PCIe 1.1 standard al-
lowed up to a 32x slot, these were rarely used due to
the extreme length. In practice, most server boards only
implemented 8x slots, limiting theoretical bandwidth to
2GB/sec. PCIe 2.0 doubles the signaling rate, allowing
an 8x PCIe 2.0 slot to provide 4GB/sec of bandwidth in
each direction.

In addition to the doubled signaling speed, PCIe 2.0
also features backward compatibility with PCIe 1.1.
Any PCIe 2.0 device will work in a PCIe 1.1 board
and vice-versa. PCIe 2.0 can auto-negotiate link speeds
and the number of lanes. This is expected to allow
power savings when a only a slower bus bandwidth is
required [18].
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3 Overview of the InfiniBand Architecture

InfiniBand [8] was designed as a high-speed, general-
purpose I/O interconnect. In recent years it has become
a popular interconnect for high-performance computing
to connect commodity machines in clusters from small
to large scale.

3.1 InfiniBand Rates

The physical layer of InfiniBand is comprised of bidi-
rectional links of 2.5Gb/sec. These links can be com-
bined into 4X (10Gb/sec) and 12X (30Gb/sec) links.
These speeds, however, are the gross data transfer
speeds. The theoretical data transfer rate is 8/10ths of
the gross due to an 8/10 encoding at the physical layer.

The InfiniBand specification also allows Double Data
Rate (DDR) and Quad Data Rate (QDR) modes. In DDR
operation, each InfiniBand lane is clocked at double the
rate. In this allows the signaling rate per lane to dou-
ble to 5Gb/sec. Similarly, QDR operation is clocked at
quadruple the rate, allowing a 10Gb/sec signaling rate
per lane. Thus, a 4X QDR InfiniBand link has a signal-
ing rate of 40Gb/sec, or 32Gb/sec data rate.

3.2 Host Channel Adapters (HCAs)

There are a variety of InfiniBand Host Channel
Adapters (HCAs) available on the market. These are
currently designed by one of three companies: IBM,
Mellanox, and QLogic. In this paper we will be focus-
ing on the new ConnectX [11] card from Mellanox [1]
as it has been designed to support QDR operation.

ConnectX is the fourth generation InfiniBand Host
Channel Adapter (HCA) from Mellanox Technolo-
gies [1]. It is PCIe 2.0 capable. It provides two network
ports to connect to the network fabric. Each port can be
independently configured to be used either as 4X Infini-
Band or 10 Gigabit Ethernet. Currently available ver-
sions of the cards do not allow mixed modes and allow
only InfiniBand or 10GbE modes. In this paper we eval-
uate only the InfiniBand implementation of ConnectX.

4 Methodology and Platform

The goal of our evaluation is to provide a quantitative
analysis of the benefits of both increased data rates from
SDR to QDR, as well as the benefit of PCIe 2.0.

To facilitate this evaluation, we evaluate four different
configurations on a single testbed. In this evaluation we
will only change the network device, leaving all other
factors the same. Recall that PCIe 2.0 is backwards com-
patible, so providing a PCIe 1.1 compliant device in a
PCIe 2.0 environment will run as if it were PCIe 1.1.

The configurations are:

• Single Data Rate, PCIe 1.1 (SDR-1.1): This com-
bination is the lowest bandwidth configuration. As
a result, PCIe 1.1 on an 8x lane allows full expected
data rates.

• Double Data Rate, PCIe 1.1 (DDR-1.1): This con-
figuration is limited by the PCIe 1.1 8x bus. The
theoretical bandwidth of PCIe 1.1 8x equals 2 GB/s
which is at best equal to the 4x DDR rate (2.5 GB/s
raw, 2 GB/s data). The overhead incurred by encap-
sulating InfiniBand packets in PCIe packets proba-
bly accounts for the limitation.

• Double Data Rate, PCIe 2.0 (DDR-2.0): Using an
8x PCIe 2.0 lane, full InfiniBand bandwidth is pos-
sible.

• Quad Data Rate, PCIe 2.0 (QDR-2.0): This is a
prototype implementation of QDR on PCIe 2.0.
Evaluation of QDR on PCIe 1.1 is not useful since
DDR already exceeds what PCIe 1.1 can allow and
thus is not evaluated here.

In all cases we use the same network device, a Con-
nectX HCA. This allows us to isolate performance dif-
ferences precisely. We have HCAs with each of the dif-
ferent firmwares from our configuration available.

Our evaluation system consists of two compute nodes
featuring the Intel “Harpertown” platform. Each node
has dual Intel “Harpertown” 2.83GHz, quad-core pro-
cessors. The nodes have 8 GB of main memory (FB-
DIMMs). The platform is equipped with one PCIe 2.0
slot. We use RedHat Enterprise Edition 5 (RHEL5)
with kernel 2.6.18-8.el5 as the operating system on these
nodes. In addition, OpenFabrics [15] Enterprise Edition
(OFED) 1.3 is used to provide the InfiniBand interface
stack.

As of this writing, there is no QDR-capable switch
widely available commercially. As such, QDR can only
be evaluated in a back-to-back configuration with no
switch present. To provide an equal platform for eval-
uation between all configurations, the back-to-back con-
figuration is used in all cases. This is also the reason
why all experiments only use two nodes.

Since the focus of our evaluation is on high-
performance computing, we evaluate performance us-
ing benchmarks built on the Message Passing Interface
(MPI) [12], which is the most prominent parallel pro-
gramming model used in high-performance computing.
For our evaluation we use MVAPICH [14], a derivative
of MVICH [9] (an MPI over VIA [4]), from the Ohio
State University that is optimized significantly for Infini-
Band and is used by over 700 organizations worldwide.
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5 Experimental Evaluation

In this section we present the results of our experi-
mental evaluation. We start our evaluation with micro-
benchmark results, focusing on the impact of MPI level
latency and bandwidth achieved on the PCI Express
2.0 systems. Than we use more comprehensive bench-
marks, the NAS Parallel Benchmarks [2] to show the
impact of this new architecture.

5.1 Microbenchmarks
In this section we investigate each of our configurations

using various microbenchmarks to analyze the basic per-
formance and scaling.

Latency and Bandwidth: We start our performance
evaluation with basic microbenchmark results. In Fig-
ure 2 we show the latency and bandwidth comparison
of all the four configurations mentioned in the previous
section.

From Figure 2(a) we can clearly observe the impact
of reduced latency with the PCI-Express 2.0 architec-
ture. DDR-2.0 and QDR-2.0 reduce the small message
latency by approximately 0.2µsec. QDR-2.0 is able to
achieve 1.06µsec for 1 byte message. DDR-2.0 per-
forms comparably with QDR-2.0 for messages smaller
than 64 bytes, but shows worse latency after that. This
is because at 128 bytes MVAPICH stops using an Infini-
Band feature that allows small amounts of data to be in-
lined. InfiniBand allows small messages to be “inlined”
directly with the send request. When this is done only a
single PIO operation to the HCA is required. When in-
lining is not used, above 128 bytes in this case, an addi-
tional DMA transaction is required. Note that this inline
value can be increased at the cost of additional mem-
ory usage for InfiniBand userspace resources. Thus, the
faster signaling speed of QDR allows that configuration
lower latency.

Figure 2(b) and Figure 2(c) show similar results. Not
surprisingly, both DDR signaling and the extra band-
width with PCI Express 2.0 benefit message through-
put. While the bandwidth and bi-directional bandwidth
of PCI Express 1.0 peak at 1301 MB/s 1 and 2551 MB/s
with DDR signaling, PCI-Express 2.0 is able to achieve
a higher throughput at 1942 MB/s and 3873 MB/s, re-
spectively. The QDR-2.0 configuration further improves
the throughput to 2575 MB/s and 5023MB/s for uni- and
bi-directional. It is to be noted that the QDR-2.0 con-
figuration does not achieve double the throughput the
DDR-2.0 configuration. This is because the through-
put cap of PCI Express 2.0. Further revisions, including
PCIe 3.0 are anticipated to include even higher signaling
rates.

1MB/s stands for Million Bytes (10e+06) in this paper.

Multi-pair Latency and Bandwidth: Next we look at
multi-pair latency and bandwidth. These are impor-
tant metrics since with multi-core architectures it is very
common to host multiple computing processes per phys-
ical node. The multi-pair tests will reveal how quickly
the HCA can handle the network traffic. We launch 2,
4, or 8 MPI processes on each physical node. Each MPI
process on a node is paired with one process on the other
node. We then run latency and bandwidth test simulta-
neously between these pairs of MPI processes.

In Figure 3, we observe the same trend as in the basic
latency and bandwidth tests. Using the 4-pair perfor-
mance as example, QDR-2.0 achieves the best latency at
1.07µsec for 1 byte messages. For throughput, the peak
values (aggregated from all 4 pairs) reported are almost
the same as the above basic tests since it is bounded by
the bandwidth supported by the PCI Express bus. The
major difference here is for medium-sized messages.
For example, at 2K bytes, the throughput capability of
DDR-2.0 configuration reaches 1872 MB/s as shown in
Figure 3(e). While for QDR signaling rate, the band-
width can be further increased to 2103 MB/s.

Latency and Bandwidth Scaling Tests: As we have
mentioned previously, the capability to support simul-
taneous network traffic from multiple MPI processes on
a node is an important metric for multi-core computing
platforms. We have presented comparison with different
signaling rates and PCI Express speeds. Here we show
direct comparisons of how the latency and bandwidth
scale with multi-pair traffic under the same configura-
tion.

Figure 4 shows the multi-pair latency under different
configurations. As we can see, all configurations are
able to maintain the same level of latency up to 4 pairs.
Starting from 8 pairs, however, latency with all configu-
rations almost doubles. This could be due to a limit on
the maximum number of PCI transactions per second the
hardware can handle. Note that messages smaller than
64 bytes still show the same level of latency due to the
effect of inline messages. Recall that messages that are
not inlined require an additional DMA operation, which
must traverse the PCI Express channel.

The multi-pair aggregated bandwidth is shown in Fig-
ure 5. As we can observe from the figures, PCI Express
2.0 (Figures 5(c) and 5(d)) allows very good scaling for
medium-sized messages (64 to 4K bytes) as compared
with PCI Express 1.1 systems (Figures 5(a) and 5(b))
because of the increased signaling rate. The throughput
can not be further enhanced with 4 or 8 pairs due to the
PCI transaction limits.

With many high-performance computing platforms
now commonly reaching 8 and 16 cores per comput-
ing node, the fact that multi-pair latency and bandwidth
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Figure 2. Latency and bandwidth comparison

do not scale beyond more than 4 pairs of simultaneous
communication suggests a critical communication bot-
tleneck remains to be addressed. We believe this is an
area that must be addressed for next-generation adapters
and platforms.

5.2 NAS Parallel Benchmarks

In this section we show the performance results of NAS
Parallel Benchmarks (NPB) [2]. NPB is developed at
NASA and contains a set of benchmarks which are de-
rived from the computing kernels common on Compu-
tational Fluid Dynamics (CFD) applications.

As we can observe from some of the communica-
tion sensitive benchmarks in Figure 6, including Inte-
ger Sort (IS), Fast Fourier Transform (FT), and Con-
jugate Gradient (CG), the increased performance com-
ing with DDR signaling and PCI Express 2.0 is trans-
formed to application-level performance improvement.
NAS IS is very sensitive to the communication perfor-
mance of large messages. Here we can observe that
DDR-2.0 outperforms DDR-1.1 and SDR-1.1 configu-
rations by 25.9% and 19.8%, respectively, when intra-
node communication is through network loopback (No-
SMP case). And QDR is able to improve another 3.1%
compared with DDR-2.0 case. Other benchmarks do not
have as large communication portions as IS, but compar-
ing with the SDR-1.1 configuration, QDR is still able to
achieve an improvement of 9.2% for FT and 6.7% for
CG.

Another interesting observation is that with the in-
creased performance brought by PCI Express and QDR
leads to similar or better performance by using network
loopback instead of shared memory for intra-node com-
munication. Focusing on the QDR configuration, IS
shows 5.9% better performance using network loopback
instead of using shared for intra-node communication.
For other benchmarks the performance difference is very
similar and in the worst case it shows only 1.5% degra-
dation for CG. In contrast, shared memory configura-

tion significantly outperforms network loop back for the
slower SDR-1.1 configuration, up to 7.0% for CG and
8.4% for IS. This suggests an interesting alternative for
designing the communication library on the newer gen-
eration systems with fast signaling rates (QDR) and PCI
Express 2.0. A simpler design using network for both
intra- and inter- node communication may be able to
achieve better performance than using a more compli-
cated multi-communication method in some cases.

6 Related Work

In this section we discuss related work in this area.
Liu, et al., provided a performance evaluation of PCI-

X based InfiniBand adapters versus the first-generation
PCI-Express InfiniBand adapters [10]. Each of these
adapters only operated at SDR speeds. Our work
shows the benefits of PCI-Express 2.0 and additionally
explores the benefit of increased bandwidth available
through DDR and QDR. Previous evaluation by Surs, et
al., compared ConnectX and InfiniHost III HCAs from
Mellanox and showed performance improvements for
multi-core systems [19]. While our work also uses the
ConnectX HCA, we are comparing data rates and PCIe
technology instead of different HCAs.

There have been many other studies of interconnect
technologies in the past as well. QLogic (previously
PathScale) are the developers of InfiniPath, another In-
finiBand adapter. InfiniPath was evaluated in [5] by
Dickman et al. and in [3] by Brightwell et al. The Infini-
Path adapter in these work works only at SDR speeds.
Myrinet MPICH-MX [13] is an alternative to Infini-
Band. Their unique approach of “partial-offload” results
in very good latency and bandwidth. Applications must
be written using an MPI-like interface (MX) which in-
cludes message tag matching (required for MPI). In [6],
Doerfler et al. showed that MPICH-MX has low over-
head for a posted send and receive.
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Figure 3. Multi-Pair latency and bandwidth comparison

7 Conclusion

As core counts per node continue to increase all of the
system components must also scale to maintain a bal-
anced system. In a high-performance computing system
the compute node interconnect plays a central role in
overall performance. It is especially important for the
interconnect to scale along with the rest of the system.

InfiniBand is a popular cluster interconnect for high-
performance computing. InfiniBand bandwidth on com-
modity clusters, however, has been limited due to the 8x
PCIe slots found on most platforms. The PCIe 2.0 speci-
fication, however, has doubled the data rate. This allows
InfiniBand to scale the overall system bandwidth.

In this work we have evaluated the effect of increased
interconnect bandwidth on various benchmarks. We ad-
ditionally address the benefits of PCIe 2.0. We show an
QDR performance reaching 2.5 GB/sec uni-directional

and over 5.0 GB/sec bi-directional. We also observe
near 1µsec one-way MPI latency when using QDR over
PCIe 2.0. We show that even using the DDR inter-
face, PCIe 2.0 enables a 25% improvement in NPB IS
performance. Furthermore, we show that when using
QDR on PCIe 2.0, network loopback can outperform a
shared memory message passing implementation. On
IS we show a 6% improvement using QDR loopback as
compared to the shared memory implementation. This
is in contrast to slower data rates, such as SDR, where
the shared memory implementation is up to 8.4% slower
than network-loopback.

In the future we wish to further explore the effect of in-
terconnect bandwidth at larger scale on application per-
formance. We also plan to to evaluate further QDR per-
formance at scale when a QDR-enabled switch becomes
available to us.
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Figure 4. Latency scaling to multiple concurrent pairs
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Figure 5. Bandwidth scaling to multiple concurrent pairs
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Figure 6. NAS Parallel Benchmarks (Class B), 16 Processes on 2 nodes

92


