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Abstract 
 

The high performance switch plays a critical role 
in the high performance computer (HPC) system. The 
applications of HPC not only demand on the low la-
tency and high bandwidth of the switch, but also need 
the effective support of collective communication, such 
as broadcast, multicast, and barrier etc. In this paper, 
HPP Switch, as the core component of interconnection 
network of a HPC prototype, is introduced to meet 
these requirements. It is with 38.4ns zero-load latency, 
160Gbps aggregated bandwidth, 16 multicast groups 
and 16 barrier groups. HPP Switch is implemented in 
a 0.13um CMOS standard cell ASIC technology. The 
simulation results show that the multicast and barrier 
operations for 1024 nodes are finished within 2us, and 
the single stage of barrier operation only needs 128ns.  
 
1. Introduction 
 

The high performance switch is a critical compo-
nent of interconnection network in high performance 
computer (HPC) system. It determines the point-to-
point latency, bi-section bandwidth, scalability and 
reliability of the HPC system. With the increasing 
number of cores of the processor chip, the switch with 
the sufficient bandwidth to feed more data into CPU 
and the lower latency to communicate between nodes 
is becoming a greater concern. Furthermore, many 
large-scale HPC applications need the effective support 
of collective communication primitives, such as bar-
rier, multicast, all-to-all, all-reduced [1~2]. 

The research and commercial implementation of 
the high performance switch is already with a lot of 
efforts. The latency was improved much, for example, 
Elite, the switch of QsNet, with 20ns zero-load latency 
[3]; and YARC, the high-radix switch of BlackWidow 
System, with 31.25ns [4]. With the improvement of 

high speed signaling technology [5], the bandwidth of 
the switch now progresses to many Terabits. For ex-
ample, YARC, which integrates 192 6.25Gbps SerDes 
macros inside the chip, is up to 1.92Tb/s for band-
width1. There are also supports for collective opera-
tions. For example, Infiniscale, the industry Infiniband 
switch chip, supports the unreliable multicast [6], and 
Elite supports reliable barrier and continuous port mul-
ticast [7]. Detailed performance parameters of current 
switch are showing in Table 1. 

Table1: The parameters of high performance 

switches
 

Switch 
Name 

Port 
NO. 

Single Port/ 
Aggregated 
Bandwidth 

Zero-Load 
latency 

Supportive 
Collective  

HPP Switch 16 
5Gbps 

160Gbps 
38.4ns 

Barrier, 
Multicast, 
Broadcast 

XBar16 
(Myrinet) 

16 
2Gbps 

64Gbps[8] 
150ns[9] None 

Infiniscale 
(IB) [10] 

24 
16Gbps 

768Gbps 
<200ns 

Multicast 
Broadcast 

Elite4 
(Quadrics) 

8 
7.2Gbps 
57.6Gbps 

20ns 
Continuous 
Multicast, 
Broadcast 

BlackWidow 64 
15Gbps 

1.92Tbps 
31.25ns None 

However, to the best of our knowledge, none of 
these switches meet the requirements of high perfor-
mance computing simultaneously. To meet all these 
requirements in one switch chip, we propose HPP 
Switch, which is the core component of Dawning 
5000A networks. The motivation of HPP switch is to 
provide a switch for the cluster interconnection with 
enhancement for multi-core and collective communica-

                                                           
1 The meaning of bandwidth in this paper is effective bandwidth 
which does not include 8/10b conversion loss. 
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tion in the low-cost approach. It is wished to being 
competitive with Infiniband technology for Cluster 
HPC. The HPP Switch makes two contributions:  
• HPP Switch supports unicast, multicast and barrier 

communication patterns simultaneously, while 
providing low latency and high throughput; 

• Provides reliable and efficient barrier at small 
hardware costs. 
This paper describes the design and implementa-

tion of HPP Switch. The rest of the paper is organized 
as follows. The design of HPP Switch is described in 
Section 2. In Section 3, the evaluation and analysis of 
HPP Switch are provided. The ASIC implementation 
of HPP Switch is described in Section 4. Finally, the 
conclusion is presented in Section 5. 
 
2. HPP Switch 
 
2.1. Dawning 5000A Project 
 

The Dawning 5000A is one of the R&D projects of 
Chinese 863 high-tech program. The target of this 
project is to build a 100TFlops HPC system, and a pro-
totype for the peta-scale system. The HPP switch is the 
part of the prototype. HPP (Hyper Parallel Processing) 
is the system architecture of the prototype. The features 
of HPP include three-layer parallelism with core-layer, 
intra-node and node-layer; the global address space 
which enables the remote load/store and UDMA opera-
tions. The programming model can be either the mes-
sage-passing such as MPI [11], or PGAS such as UPC 
[12]. The prototype consists of three kinds of chips, 
which are CPU chip, HPP Node Controller chip, and 
HPP Switch chip. The HPP prototype is like Figure 1. 
The CPU chip is designed with the quad-core Opteron. 
The HPP Node Controller supports the global address 
space and hardware locks. It also contains four network 
interface controllers (NIC). The system is intercon-
nected by HPP Switch in Fat-Tree topology. The HPP 
interconnection is consisted of four independent HPP 
Switches instead of single switch with 4x channels, 
and the supports for global synchronization. The pur-
pose is to improve the communication throughput be-
tween multi-core chips. 
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Figure1: HPP prototype 

 
2.2. Basic Design 
 

HPP Switch is a 16 port switch with Input-Queued 
[13] switching and source-address routing. Each port 
has a bidirectional bandwidth of 10Gbps, and the ag-
gregated bandwidth of the switch is 160Gbps. The to-
pology of HPP interconnection is Fat-Tree, scaling up 
to thousands of nodes. 

The HPP Switch has 4-layer independent crossbars 
for data exchanging. Each layer crossbar has a corres-
ponding virtual channels (VC).The four virtual channel 
are two unicast data VCs, one unicast/multicast mixed 
VC (which is capable of sending unicast and multicast 
packets simultaneously), and one synchronization VC. 
Each virtual channel has an exclusive receiving buffer. 
Packets only transmit in one specific virtual channel 
and its corresponding crossbar.  

The packets at the head of an input buffer are 
transmitted into the routing module, which requests the 
arbiter at the destination port for transmitting the data. 
The arbitration scheme is base on the Matrix Arbiter 
[14], which keeps the strong fairness to all requestors. 
The granted packets will be transmitted to the transmit-
ting buffer. In the Tx Module, there is Scheduler. The 
selection algorithm is that Barrier VC has the highest 
priority, and the Round-Robin is adopted for 3 data 
VCs. The internal structure is shown in Figure 2. 

The two unicast and one unicast/multicast mixed 
virtual channels are used to diminish the performance 
degradation caused by head of line blocking [13]. The 
mixed virtual channel can also send multicast packets. 
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The synchronization virtual channel provides the 
hardware level support for barrier operations. 

 
Figure 2: Micro-Architecture of HPP Switch 
The packets pass the HPP Switch in the form of a 

12 stage pipeline, among which the receiving LCL 
(link control layer) takes 2 stages, the input queuing 3 
stages, the routing-granting 4 stages, the transmitting 
buffer 2 stages, and the transmitting LCL takes 1 stage. 
When there is no blocking, the latency of a single stage 
is 38.4 ns. Figure 3 shows the detail of the pipeline. 

 
Figure 3: Internal pipeline states of HPP Switch 

In order to reduce the delay on switching further 
more, HPP Switch adopts transmitting show-ahead 
scheme, which can reduce the switching delay to 11 
cycles. The show-ahead scheme works in the following 
way. The starting flit of the packet is sent whether 
there is packet to be transmitted or not, so that once 
there is a packet arrived at the next cycle, it can be 
transmitted immediately, instead of waiting for the 
starting flit. If the show-ahead misses, the switch will 
cancel the transmission automatically. Under the con-
dition of low workload, the switching latency can be 
reduced by 8.33%. 

HPP Switch supports both global broadcast and 
multicast operations. A unicast/multicast mixed cross-
bar is integrated within the switch, so that the multicast 
packets received from one port can be output to several 
ports. Each port of the switch can belong to any multi-
cast group, and one port can belong to several different 

groups. Until now, HPP Switch is able to support up to 
16 multicast groups. As for the problem of multicast 
deadlock [15], HPP Switch has solved it using RBB 
(Resource Bulletin Board) algorithm. 

Barrier is the synchronization point of parallel pro-
grams. HPP Switch accelerates barrier using the tree 
structure, and improves the reliability using retrans-
mission and dun. HPP Switch can support up to 16 
barrier groups. The barrier packet format shows in Fig-
ure 4. The Type region has 3 bits, to identify the Bar-
rier’s type from 4 types, namely, Combine packet, Dis-
tribute packet, Combine-ACK packet, and Distribute-
Dun packet. The S region has 1 bit, indicating the op-
eration number of Barrier, to distinguish two conti-
nuous barrier operations. The Barrier ID region indi-
cates the barrier group which the current barrier opera-
tion belongs to. 

15 91011121314 012345678
VC ID R

CRC-16

Type S R Barrier ID

R: Reserved
S: Sequence Number  

Figure 4: Barrier packet format of HPP Switch 
HPP Switch uses the VCT (Virtual Cut-through) 

switching method. Although the Wormhole switching 
can save resources for buffer, the improvement of cir-
cuit integration and the increase of memory resource 
on chip have made such saving not critical. Instead, 
VCT method can reduce the cost on switching among 
several virtual channels, to make highly use of band-
width, and also prevent deadlocks from occurring. For 
these reasons, HPP chose VCT in practice. 

The absolute credit-base method is adopted for the 
link level flow control of HPP Switch. The credit size 
is 64Bytes. 

HPP adopts the outband mechanism for group 
management. Outband management can flexibly confi-
gure members of multicast and synchronization 
groups, and monitor the statistic registers inside the 
switch, taking records of current network traffic infor-
mation. 
 
2.3. Multicast Communication 
 

Multicast communication is a common communi-
cating primitive of collective communications. The 
implementation method can be classified into two 
classes: software-based and hardware-based. The soft-
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ware-based multicast usually implements in the Span-
ning Tree algorithm, with high overhead. The hard-
ware-based multicast is usually implemented in net-
work cards [16] or switches [17~18]. The hardware 
implementation could diminish the software cost and 
accelerate the multicast operation. For example, Elite, 
the Quadrics Switch, supports the hardware multicast. 
But its multicast ports need to be continuous [18]. One 
multicast operation might be segmented into several 
hardware-based sub-multicasts. As a result, the calcu-
lation spending for route selection is increased, and 
application performance is reduced. 

HPP Switch adopts CAM (Content Addressed 
Memory) to perform multicast routing, which supports 
any address pattern, no matter continuous or discrete. 
Each multicast packet contains a multicast group ID. 
The switches in each layer of the multi-stage network 
search for corresponding output ports from such multi-
cast group IDs, then send the packet This ensures that 
every path from the source to the destination nodes is 
the shortest. The whole network contains 16 different 
multicast group IDs.  

 
Figure 5: Multicast transaction of HPP Switch 

Figure 5 shows the process of multicast communi-
cation. N0 ~ N5 are the members of the same multicast 
group. (a) First Step: N0 sends a multicast packet out. 
(b) Second Step: when the packet reaches SW1, the 
output ports are searched according to the multicast 
group ID, and SW1 sends the packet to both upper 
level and lower level respectively, still using the multi-
cast group ID. (c) Last Step: this multicast packet is 
passed through SW0, and reaches SW2; finally SW2 
makes a last sending process according to the multicast 
group ID.  

To increase the multicast throughput as much as 
possible, HPP Switch allows output ports of different 
multicast group to send packets simultaneously, on 
condition that no output port contention occurs. Send-
ing multiple multicast packets simultaneously may lead 
to deadlock [15]. HPP Switch adopts the RBB to solve 
this problem. RBB is a global resource register, which 

take records on currently available output ports of the 
switch. When a multicast packet request is to be sent, it 
cannot get permission until all output ports it requests 
for are guaranteed to be available. If more than one 
port has got permission, arbitration will be performed 
by the order of their priority. RBB will remove the 
destination ports which the packet passed arbitration 
requests, and after transmission accomplished, RBB 
will extend the released port list. Therefore, the opera-
tion to send one multicast packet to the requested out-
put port becomes an atomic one and central controlled, 
and the deadlock is prevented. 
 
2.4. Barrier Communication 
 

Barrier is used for global synchronous point. Re-
ducing the barrier operation overhead will significantly 
improve the performance of the HPC system. 

HPP Switch adopts tree-based barrier scheme. In 
this approach, the barrier is composed of two phases as 
shown in Figure 6: (a) combine phase and (b) distribu-
tion phase. In the combine phase, each switch node in 
the barrier tree receives combine packets from its child 
nodes and forwards a combine packet to its parent 
node. In the distribution phase, each switch node in the 
barrier tree receives a distribution packet from its par-
ents and forwards distribution packets to its child 
nodes. 

 
Figure 6: Barrier Transaction of HPP Switch 

There are two types of reliability problems in the 
barrier operation. Firstly, the barrier packets may get 
lost or corrupted in transit. To solve this problem, 
ACK/Timeout and DUN/Timeout mechanism are used 
to ensure the reliable transfer of barrier packets. In the 
combine phase, if the node, which has sent out a com-
bine packet, does not receive ACK packet after time-
out, it will resend a combine packet and reset the time 
counter. After successful receiving combine ACK 
packet, the node starts DUN timer and waits for distri-
bution packet. If timeout, the node will send a DUN 
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packet to its parent; then the parent will resend a distri-
bution packet again. 

The second problem is the consecutive barrier op-
erations executed by the same barrier group may be out 
of order. During the barrier period, some processes, 
which have completed the distribution phase, may start 
next barrier operation before the whole parallel appli-
cation achieves the barrier point. Resent mechanism 
makes the problem even more serious. To solve this 
problem, one-bit sequence number is used to distin-
guish the consecutive barrier operation. 
 
3. Performance Evaluation 
 

In this section, the behavior of HPP Switch is eva-
luated in different scenarios. A simulator of HPP 
Switch is developed at the register transfer level with 
cycle accuracy. First, the simulator is described. 
Second, the latency and throughput are evaluated by 
varying key parameters, such as number of virtual 
channels and input buffer size. Some hints are given 
too. Third, the interaction between unicast and barrier 
is studied. Last, the comparisons of the scalability of 
multicast and barrier operations with others are given. 
 
3.1. Simulator 
 

The architecture and design of a 16-port HPP 
Switch are simulated. Each port is connected with an 
injector and a monitor. The injector can inject unicast 
and barrier packets concurrently. The injector is able to 
inject unicast packets with uniform distribution of 
packet destinations and virtual channels in a given rate, 
in order to evaluate the full range of traffic, from low 
load to saturation. The monitor receives the packets 
passed out from the simulator, and makes the statistics. 

The process of warming up is necessary for the si-
mulator to arrive the steady state. Once in the steady 
state, the performance statistics is triggered. To guaran-
tee the simulation precision, each simulation experi-
ment lasts tens to hundreds of million cycles. 
 
3.2. Unicast Throughput 
 

The impact of number of virtual channel and input 
buffer size on unicast throughput is analyzed. 
 

3.2.1. Number of Virtual Channels 
 

Head-of-line (HOL) blocking in Unicast has greatly 
influence on the throughput of Input-Queued of switch. 
By adding certain numbers of virtual channel can 
greatly improved unicast throughput [19], but the 
number of VC is related with the switch port number. 
Sancho [19] indicates that when the switch port is 8, 2 
virtual channels are good enough to get high through-
put. Elite [3], QsNet 8 port switch, also has 2 virtual 
channels. To get the suit number of virtual channels for 
16-port switch, the experiments are done. The 
throughput is shown in Figure 7 with 256B packet. 
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Figure 7: Throughput with different number of 

VCs 
Increasing the number of VCs can significantly in-

crease the maximum throughput. As Figure 7 shows, 
being compared with 1 VC, the network throughput 
with 2 VCs can increase by a factor of 1.27, 1.40 times 
with 3 VCs, 1.42 times with 4 VCs, and 1.44 with 
8VCs. Because more VCs are used, more separate data 
paths can be used to route packets from source port to 
destination port, thus HOL effect is reduced greatly. 
However, more than 4 VCs make little contributes to 
the network throughput. The experiments with the 
longer and shorter packets get the similar results. The 
reason is that there are other factors causing perfor-
mance reduction such as output contentions and flow 
control overhead, which can not be solved by adding 
more VCs. Therefore, HPP Switch chooses 3 VCs con-
figuration. 
 
3.2.2 Buffer Size 
 

Buffer size of input queue also has distinct effect 
on throughput of switch. In this experiment, 3 VCs is 
used as the configuration, and the injector offers the 
maximum workload. In Figure 8, the throughput varia-
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tion, when the buffer size and packet length change, is 
shown. The throughputs of 8~64B packet length get 
the saturation condition in 512B buffer size. The in-
creasing of buffer size cannot improve the maximum 
throughput. The throughputs of 128~1024B packet 
length get the saturation in 2KB buffer size. The reason 
for this is that if the buffer is too small, the perfor-
mance degradation is main caused by flow control 
scheme. A lot of cycles have been wasted to wait for 
flow control packets updating credits information, in 
the meanwhile, the number of flow control packets 
increase greatly. Since MTU of HPP interconnection 
network is 1KB, 4KB buffer size is chosen for HPP 
Switch. 
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Figure 8: Throughput with different buffer sizes 
 
3.3. Interaction between Unicast and Barrier 
 

HPP Switch deals with the unicast packets and bar-
rier packets in the same time, thus the output conten-
tion effect will affect the single-stage barrier. In this 
section, the interaction between unicast and barrier is 
studied. 

In the experiment, unicast packets, whose destina-
tion ports are uniformly covered 16 ports, are generat-
ed in random. Sixteen barrier groups, with 15 leaf ports 
and 1 parent port involved, are all used. The average 
latency of 16 groups is used to evaluate the interfe-
rence. 

Tavg = ∑
15

i=0
T(bi)――/16 

T(bi)――= ∑
n

 j=1(T(cj)+T(dj)) / n 

T(bi) is the average value of delays of ith barrier 
group. T(cj) is the delay of Barrier Combine time. 
T(dj) is the delay of Barrier Distribute time. N is the 
times of barrier operation. 

Under the interference of the maximum unicast 
workload, the barrier latency is shown in Figure 9 by 
changing the interval between two consecutive barrier 
operations. The barrier latency is coming down to con-
vergence with the increase of interval. When the inter-
val is above 50us, the latencies stay steady. The inter-
val in real applications is usually several milliseconds. 
Thus, the convergent value can be treated as the real 
single-stage barrier delay. 
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Figure 9: Barrier latency with different intervals 
of (a) short packet or (b) long packet 

However, the convergent value varies with differ-
ent unicast packet lengths. In Figure 10 it is shown that 
the barrier latency increases linearly with unicast pack-
et length. That is because the barrier packets have the 
highest priority in HPP Switch. The barrier packets 
only need to wait one unicast packet at most. Without 
the effect of unicast, single-stage barrier delay is 
128ns.  
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Figure 10: Barrier delay with unicast packet 

length 
In the meanwhile, since barrier packet has higher 

priority than unicast packet, it will affect unicast per-
formance too. The decreasing rate of unicast band-
width is shown in Figure 11. There is a little impact on 
unicast, and the mean decreasing rate is only 1.14%. 
The reason is that the length of barrier packet is very 
short, only 5 16-bit flits. So, it is not necessary to im-
plement barrier in an independent physical channel.  

Unicast Packet Length(Byte)

0 200 400 600 800 1000 1200

U
ni

ca
st

 B
an

dw
id

th
 D

ec
re

as
in

g 
R

at
e(

%
)

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

Bandwidth Decreasing Rate
Mean Decreasing Rate

(1.14)

 
Figure 11: Decreasing rate of unicast bandwidth 
 
3.4. Scalability of Collective Operations 
 

In this section, the scalability of multicast and bar-
rier is analyzed based on LogP [20] model. Assuming: 
the number of nodes is P; the transmit overhead is Os; 
the receive overhead Or. So the latency L is 
(2× ⎡ ⎤P8log -1)×(d+l)+l. The d, latency of multicast 
or barrier, can be calculated from HPP Switch design. 
The l, latency of assuming 8 meters wire, can be calcu-
lated by the 5ns/m velocity of signal on wire. For other 
parameters, such as CPU and NIC overhead, use the 
value mentioned in [21]. 

For broadcast operation, the approaches of Se-
quence, Optimal Spanning Tree BCAST [22], and HPP 
Switch (HW Mul) are compared. For barrier operation, 
Central Counter (Cen Cnt), Pair Wise (PW) [23] and 
HPP Switch (HW Barrier) are compared. The result is 
shown in Figure 12. 
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Figure12: Comparison of Multicast and Barrier 

For other approaches, the latency scales up when 
system scales up. The latency of HPP Switch is ap-
proximately constant while system scales from 8 to 
1024. The latencies of multicast and barrier are under 
2us for 1024 nodes. 
 
4. ASIC Implementation 
 

The trade-offs and challenges in ASIC implementa-
tion of HPP Switch are discussed. 

HPP Switch is implemented in 0.13um CMOS 
standard-cell ASIC technology with targeting system 
frequency of 312.5MHz. The silicon area is 64 mm2. 
HPP Switch has about 4M logic gates, and the power 
consumption is 5.6W. The design adopts SMIC Log-
ic013GHVT Process 1.2-Volt SAGE-X v2.0 Standard 
Cell Library with 8 layers of copper. Memory module 
is generated by Artisan Dual Port SRAM Generator, 
and small 17x16 FIFO was built by Register File since 
the larger overhead of BIST (Built-In Self Test) and 
other test circuit for memory. 

The core area (excluding IO cells) of HPP Switch 
chip is 29.2mm2. The Dual Port RAM’s area is 
15.78mm2, which occupies most of the core area--up to 
54%. This is the reason why the receive module takes 
the majority of chip area. These RAMs should be given 
a proper floorplan to facilitate the routing and to mi-
nimize the interconnect wire. Because the transmit 
module contains FIFOs which are implemented by 
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registers, so it takes the largest occupation of resources 
of the registers. The area of Barrier module is only 
2.1% of core chip area. Area, logical cells, register 
cells and macro of module of HPP Switch chip are 
showed in Table2. 

Table 2: Resource statistics of HPP Switch 
Module Logical Register RAM Area(um2) 

Transmit 56,048 30,432 0 2,043,616 
Receive 57,360 18,112 64 17,184,160
Barrier 24,141 8,951 0 625,887 
Multicast 
XBar 

25,717 2,856 0 502,925 

Unicast 
XBar 

40,300 8,224 0 822,608 

Management 1,054 125 0 25,004 
Total 213,623 68795 64 29,160,000 

HPP Switch has 16 ports, each of which can simul-
taneously transmit and receive 16-bit data. Including 
control signals, the total number of the IOs in the chip 
is 646. In addition, it has more than 200 power IOs. So 
the chip has more than 900 IOs in total, with a Pad-
Limit structure. Although we used double padding, the 
chip size is still up to 8x8 mm2. The large area of the 
chip makes the interconnect wire longer and wire delay 
larger. As being more and more significant, wire delay 
makes it difficult for timing closure. In the final result, 
the longest wire length is 3.012mm which is long 
enough to have some troubles in timing closure. In the 
design, the method of inserting buffer to cut the long 
wire and  increasing the width of clock wire is used, in 
order to meet the timing constrain. 

The chip has too many signals which arrive simul-
taneously; the crosstalk noise problem has to be consi-
dered. The long interconnect wires has enhanced the 
effect of crosstalk noise too. So, the noise problem has 
to be dealt with during the physical design flow. The 
measure such as setting minimum transition time and 
enlarging the spacing of clock wire is taken to reduce 
the noise. After the physical design, the noise problem 
and optimized the existing violations are checked. This 
is an iteration work for timing closure and noise.  

The final layout is illustrated by Figure 13. The 
outer ring of the core is RX module, which directly 
connects to the SRAM outside of it. The inner ring is 
Tx module. In the middle of the RX and TX ring are 3 
stand-alone crossbars and Barrier Module. Because 
these four modules connect to all 16 ports, they are in 
the center of the chip to minimize the interconnect wire 
to the port. 

 
Figure 13: Layout of HPP Switch 

 
5. Conclusion 
 

As the core component of HPP interconnect net-
work, HPP Switch provides 16 ports with 38.4ns zero-
load latency, 160Gbps aggregated bandwidth, 16 relia-
ble barrier groups and 16 multicast groups. The simu-
lator proves that 3 virtual channels are best perfor-
mance-cost choice for 16 input-buffered switches, and 
4KB input buffer is sufficient enough for 1KB MTU 
packet to achieve the highest unicast throughput. Be-
cause the barrier packet is quite small and the interval 
between barrier operations is several milliseconds, the 
interference between barrier and unicast is minimal. It 
is not worth to use separate physical channel to imple-
ment barrier operation. HPP Switch is a low cost ap-
proach for high performance switch of scalable cluster 
system. 

Future work includes more experiments on the AS-
IC chip and on HPP interconnection network to vali-
date the performance of HPP Switch. The next genera-
tion HPP Switch for the real peta-scale HPC will 
double the port number and the port bandwidth. 
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