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Leading with Innovation 
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UNPRECEDENTED  
VISIBILITY 

INDUSTRY- 
LEADING 

PERFORMANCE 

Delivering Competitive Advantage to High-Performance Trading 

§  Based on Proven NX-OS 

§  48 SFP+ ports: 10G/1G/100M 

§ Ultra-low latency: <250 ns 

§  Line rate L2/L3 unicast/multicast 

§  18 MB buffering;  
flexible ACL/QoS 

§ Cisco Algo Boost: active buffer  
monitoring, NAT, PTP, ERSPAN 

Introducing the First Nexus with Cisco Algo Boost 

Nexus 3548  

ULTRA- 
LOW 

LATENCY 



Highest 10GbE/40GbE Density for Cloud-Scale Fabrics 

Nexus 6004 
48x40GbE Ports w/  

4 Expansion Modules 

Nexus 6001 
48x10GE + 4x 40GE Ports 

Powered  
by Custom 

Silicon 

384 X 10GbE ports line rate L2/L3 
96 X 40GbE ports line rate L2/L3 

1,536 GbE/10GbE ports  
via FEX 1 µs latency port-to-port  



LAN/SAN SAN 

Cisco 
Nexus 5000 

Cisco 
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Cisco 
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Cisco  
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Cisco 
Nexus 3000 

Cisco MDS 9200 
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Cisco® MDS 
9500 Series  

Cisco MDS 9100 
Series 

Cisco 
Nexus 2000 

Cisco MDS 9250i 
Multiservice  

Switch  

Cisco MDS 
9700 Series 

10+ Years of Proven NX-OS Operating System  
From Hypervisor to Core 

Industry’s Broadest Switching Portfolio 

CONSISTENT and SIMPLIFIED 
Features, Management and Programmability 

Cisco Prime Data Center Network Manager (DCNM)  
Single Point of Management 



33% LESS rack space  
with front to back airflow 
60% MORE energy efficient  

Consolidation of  
modules and systems 

83 Tbps switching 
384 40G and 192 100G 

Introducing the Nexus 7700 Series 
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8,000+ 
Customers 





Leadership Through Innovation 

Industry-
Leading 
Scale 

Open  
Networking 

FabricPath 
10/40/100 GbE 
Support 

Cloud  
Management 

Cisco IAC 
Cisco Prime 
Network 
Services 
Controller 

Cisco  
ONE 

Network 
Convergence 

VM Aware 
Fabric 

Nexus 1000V 
vPath 
VXLAN 
OTV 
LISP 

Compute 
Fabric 

Cisco UCS 
FEX FCoE 

Unified Ports 
Multi-Protocol 



Operational 
Complexity 

Architecture 
Rigidity 

Infrastructure 
Inefficiency 

Manual Processes 

Disjointed Provisioning 

Static Resource 
Allocation 

Disruptive Growth 

Deficient SW Overlay 

Today’s 
Challenges 
Have Led  

To… 

`````````	
  `	
  

SIMPLIFY 

OPTIMIZE 

AUTOMATE 

An	
  
Evolutionary	
  
Approach	
  

Required	
  To…	
  



Dynamic Fabric Automation: 
Simplified Networking for Enhanced Efficiency at Scale,  
Simplified Fabric Management for Ease of Operations, 

and Simplified Automated Provisioning 
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Every leaf  switch node connects to every spine 
switch to ensure any VM or PM is  

within no more than two hops  
Predictable Latency 

Layer 3 boundary moved down to leaf 
nodes providing distributed gateway 

Optimal Performance 

IP addresses used within or between 
traditional layer 2 subnets 

Enhanced Forwarding 

External connectivity through border leaf nodes  
Routing Efficiency  



DCNM 7.0 

Power-on Automated Provisioning (POAP) 

Central Point of Management (CPOM) 

Simplified NW Expansion 
and Management 

Single touch large scale 
policy updates 
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REST API’s 

Cisco Prime 
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VM/PM Mobility 
NW Extensibility 

ANY 
NETWORK 

ANYWHERE 

Multi-Tenant 
SCALE 

Enhanced  
Forwarding 

Distributed 
Control Plane 

Smaller failure 
domains 

EXTENSIBLE 
RESILIENCY 

MAN/WAN 

Seamless Mobility Greater than 10K 
Tenants/Networks 

Integrated 
Virtual & 
Physical 

Simplified Networking with Flexibility and Efficiency at Scale 



1 
Network Admin  
defines Network Profile  
Template for VMs/PMs 
 in projects 

2 
Instances of Network Policies 
are automatically created in 
DCNM when a Server Admin 
provisions  VM’s/PMs 

3 
When a VM/PM pertaining 
to a project is detected, 
Network Policy is applied to 
the leaf 

4 
When VM moves, the Network 
Policy is applied automatically 
to the leaf 

Server Admin 
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à Extending the Network Access à Evolving Software Solutions  
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Bringing your Network Closer to Applications 
Hardware + Software Physical + Virtual Network + Compute 
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§  Extensive, modular architecture 

§  XNC Provides advanced  
functionality for production  
deployments: 
–  Advanced flow management  
–  Flow based troubleshooting  
–  Role based authentication 
–  onePK support 
–  Scalabilty 
–  Advanced GUI 
–  Cisco TAC support 

Industry’s Most Extensible Controller Architecture 
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OpenDaylight Controller: A Basic OF 1.0 Offering 

Southbound APIs 
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Plugins 

Advanced Analytics 
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Cisco Intelligence 

Authentication Flow Manager 

Topology Independent Forwarding (TIF)  

Controller Applications 
Slice Manager 

Advanced  Components 

Cisco GUI Cisco XNC 
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NETWORK DEVICES 
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Application Frameworks, Management Systems, Controllers, ... 

Agents as Flexible Integration Vehicles 
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New Controller Applications 

Ability to monitor, 
analyze, and 

debug network 
flows using 

conventional 
network switches 

Using unique 
parameters such 
as low latency to 
program specific 
forwarding rules 

across the 
network 

Dynamic network 
partitioning of the 

network using 
logical 

associations 
provided by ONE 

Controller’s 
centralized view 

All Controller Apps are in Customer PoC 

Improved economics 
and more flexibility 

Tie network behavior to 
business rules 
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Cloud Infrastructure Equipment Market Share Trend 

Vmware EMC Dell HP IBM Cisco 

“ Cisco Overtakes IBM as Top Cloud 
Hardware Provider, Research Firm Says 

“ 

Source: Synergy Research Group 

Synergy Press Release: 
“Cisco Grabs IBM Lead in Cloud 
Infrastructure Equipment” 
June 10, 2013 

Cisco Achieves #2 Worldwide 

Market Share Position for x86 

Blade Servers for Q1 2013 

Cisco 




