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Abstract 
 
Apache Hadoop is gaining prominence in handling Big Data and analytics. Similarly, 
Memcached in Web 2.0 environment is becoming important for large-scale query 
processing. These middleware are traditionally written with sockets and do not deliver 
best performance on modern clusters with high-performance interconnects. In this 
tutorial, we will provide an in-depth overview of the architecture of Hadoop 
components (HDFS, MapReduce, HBase, RPC, etc.) and Memcached. We will 
examine the challenges in re-designing the networking and I/O components of these 
middleware with modern interconnects and protocols (such as InfiniBand, iWARP, 
RoCE, and RSocket) with RDMA. Using the publicly available Hadoop-RDMA 
(http://hadoop-rdma.cse.ohio-state.edu) software package, we will provide case 
studies of the new designs for several Hadoop components and their associated 
benefits. Through these case studies, we will also examine the interplay between high 
performance interconnects, storage systems (HDD and SSD), and multi-core 
platforms to achieve the best solutions for these components. 
 
Outline 
 
1. Introduction to Big Data Applications and Analytics 
 
2. Overview of Apache Hadoop Architecture and its Components 
     - HDFS 
     - MapReduce 
     - HBase 
     - RPC 
 
3. Overview of Web 2.0 Architecture and Memcached 
 
4. Overview of Benchmarks and Applications using Hadoop and Memcached 
 
5. Overview of High Performance Interconnects and Protocols 
 
6. Challenges in Accelerating Hadoop and Memcached 
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7. Acceleration Case Studies and In-Depth Performance Evaluation 
     - HDFS 
     - MapReduce 
     - HBase 
     - RPC 
     - Memcached 
 
8. Optimizations and Tuning of Accelerated Designs on Modern Clusters 
 
9. Opportunities for Additional Enhancements and Accelerations 
 
10. Conclusions and Q&A 
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