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- With increasing multiple number of cores, communication-centric
design paradigm (Network-on-Chips) is facing challenges due to:

- Higher power dissipation: long metallic wires
- Area overhead: more router components
- Increased Latency: Complex multi-hop routing

=> Potential solutions: Emerging technologies such as optics,
wireless

Thttp://www.tilera.com/products/?ezchip=585&spage=686 2http://www.kalrayinc.com/kalray/products/ Shttp://www.nvidia.com/object/IO_86775.html



Optical Network-on-Chip
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Optical NoC offers several
advantages: Gap = 200nm
« Low power (~7.9 f]/bit ) ;

» Low latency (~500ps)
 High Bandwidth (~40 Gbps)
* CMOS compatibility

Diameter = 12um
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Wireless Network-on-Chip

- Wireless offers several advantages:
* CMOS compatibility
» Omnidirectional communication without
wires using multicasting and broadcasting
« Bandwidth extension using Frequency
Division Multiplexing (FDM), Time Division
Multiplexing (TDM), Space Division
Multiplexing (SDM)

- Disadvantages of Wireless :
* High transceiver area and energy/bit
» Low wireless bandwidth at 60 GHz center
frequency for CMOS technology o

« Latency due to resource sharing S e T /

RF-CMOS transceiver trend for WiNoC'
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Optical & Wireless NoC: OWN

OWN combines the benefits of photonics and wireless to
overcome the disadvantages of each technology

Smaller optical crossbar to provide one hop communication and
reduce area and power overhead

Connect the optical domains via wireless to facilitate one hop
communication between the domains
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OWN Architecture & Communication (1/4)

4 Cores 64 Cores 256 Cores 1024 Cores

Tile Cluster

A Tile consists of 4 Cores => 16 Tiles form a
Cluster => 4 Clusters create a Group => 4
Groups are on the Chip



OWN Architecture & Communication (2/4)
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OWN Architecture & Communication (3/4)
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Group & Intra-group wireless communication
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OWN Archltecture & Communlcatlon (4/4)
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Chip & Inter-group wireless communication



OWN Deadlocks & Solution
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Performance Analysis

— Architectures: OWN, Cmesh (wired only), Wcube (hybrid
wireless) and ATAC (hybrid optical)

— Number of cores: 1024

— Synthetic Benchmarks: Uniform (UN), Bit-Reversal (BR),
Complement (COMP), Matrix Transpose (MT), Perfect
Shuffle (PS), and Neighbor (NBR)

— Network Simulation: Optisim®

— Area and Power Analysis

« Dsent* to calculate wire link and router area and power at bulk
45nm LVT

» Optical link area and power (waveguide, micro-ring resonators,
laser power)

 Wireless transceiver area is 0.62 mm? and energy 1pJ/bit#
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Related Work

Wireless router
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Area
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OWN requires about a 35.5% less area than ATAC



Energy per bit : Uniform
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OWN consumes about a 40.2% less energy than WCube



Energy per bit : Perfect Shuffle
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OWN consumes about a 21.2% less energy than WCube



Latency: Uniform Traffic
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OWN lowered the latency by about 67% and 11% from Wcube and
ATAC respectively



Latency: Bit-Reversal Traffic
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OWN lowered the latency by about 69%, 57% and 11% from CMesh,
Wcube and ATAC respectively
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Saturation Throughput

CMESH = WCUBE " ATAC ®OWN
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OWN outperforms WCube and Cmesh on average by about 8% and
28% respectively



Conclusions & Future Work

OWN requires 35.5% less area than ATAC but 34.14%
higher area than WCube

OWN requires 30.36% less energy/bit than WCube but
13.99% higher energy/bit than ATAC

OWN has higher saturation throughput & lower latency
compared to wired, wireless and optical networks

CMOS technology advancement will benefit OWN in both
area and energy/bit

Dynamic wireless channel allocation can be a future
work




Thank You

Questions?



Decomposed Crossbar Router
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Optical Power Calculation

Laser Power (one wavelength) = Longest Link x 1dB/cm
+ 1 dB (for modulation) + 1dB (for demodulation) +
0.0001 x ring modulator adjacent + 0.2dB (splitter) +
1dB (photodetector loss)

Laser Efficiency = 15%
Receiver Sensitivity = -17dBm
Pin = 10 / (loss in dB / 10) x Pout

Ptotal = #WL (Pin / Laser Eff.) + (Pin / Laser Eff.) x
Arbitration Link

Ring Heating Power = 26uW/ring
Ring Modulating = 500uW/ring
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Optical Area Calculation

« Ring Resonator diameter 12um
« WG = Width (4um) x Length




